Introduction to Markov Chaih Processes (MCP)
Example

An electric power company checks its main generator once each quarter to forestall
blackouts due to equipment faiture. For simplicity, we assume there are two possible
outcomes for each quarterly inspection: W, the generator is in good working order and
needs no repair; D, the generator is defective and needs repair. If the outcome in one
quarter is D, repairs will be made and it is exiremely likely that the next quarter’s
outcome will be W. If the outcome from one quiarter is W, no repairs are made and there
is a fair chance that the next quarter’s outcome will be D. ' :

Let us assume that if a given quarter’s outcome is W that the probability that the next
quarter’s outcome is W 1s 0.6 and the probability that the next quarter’s outcome is D is

- . 0.4. Let us also assume that if a given quarter’s outcome is D the probability that the next

quarter’s outcome is W is 0.9 and the probability that the next quarter’s outcome is D is
0.1.

What kinds of mathematical representations might we employ to communicate the |
information in the previous paragraph?
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We refer to the quarterly inspections as #rials in a process. Each trial is associated with an
outcome from the set {W, D}. The particular outcome will bé called the state of the system
in that period. The probabilities indicating the likelihood of moving from one state to
another (or the same) state in a given petiod are called transition prababzktws;

In our example, if we ’Iet W =3; and D = s; denote the states for thls process, then we let
rij = the probability of making 2 trausition from s; to §; in the next period: The matrix P

deﬁned by
. [p P ] _ [0.6 0'4}
Py DPxn 09 01j
is the transition matrix for the process discussed in this example,

We will consider the long-term behavior of the inspection process In general, we wlll want
to know the probability that the process will be in a particular state in periodn. ™~~~

Let m(n) = probability the process will be in s; in period n, 31,(11) is referred to as a state
pmbabthl_‘y We wﬂl be mterested ina probablhty Vector II(n) [m (n) ng(n)]



Given the state probablhtles for a particular penod we can determine the state probablhtxes
for the next period using matrix multlphcatlon

| Il(n + 1) = IKn)P

Also, e
- Il + 1) = I'I(n)P"= [H(n-l)P]P =Iin - 1)P2 = = H(O)P"”'

Let’s look at the state probabzhtles for ﬁ1ture quarterly penods for our electric power

company’s generator. -

state - | _
prob o] 1] 2 [ 37T 4 ] 5 T 6 7 ] 8 ] 9
m(n) [ 1] 06 | 0.72 | 0.684 | 0.6948 | 0.69156 | 0.69253 | 0.69224 | 0.692327 | 0.692301

1;2(11) 0047 0.28 0.361 0.3052 '0.30844 - 0.30746 0-307759 0.307672 | 0.307698

As we continue the process we find that the probability of being in a particular state after a
large number of periods is independent of the initial state of the system. The probabilities we
approach after a large number of transitions are referred to as the steady-state probabzhaes. '
As we look at the table above we can see that as n gets larger, o

[Hl(n+ 1) Hz(n+ 1)] [11(n) '112(11)]

So if we seek the steady-state probabilities in this example we are Iookmg for p1 and p2 such
that piand p; are non-negative, p; + p; = 1, and _

06 04

[Pl P2} — [Pl Pz][og 01] _2[0_-613;,_*_', 0-9_92 _0:-.4P1"'“_0-1P2_] .

SO p1 Oﬁpl +09p2 p2—04p1+0 Ipz and p1+p2— 1
We solve the foﬂowmg lmear system,

-04p1+09p2—0 :
0.4p; - 0.9p2=0
1.0p; + 1.0p; = 1

and obfain p; = 1—93— ~0.692307 and p; = —% ~0.307692.

" 8o, inthe Iong run subsequent to an inspection the process will be in state W about 69% of
the time and in state D about 31% of the time, y e

When we consider a system that can be in one of N possible states {s;, .. SN}on successive
observations, if the system is in s; on the k™ observation on s on the (k+1) observation we
say the system has made a transition from s; to s; at the k™ trial, step, or stage of the process.

- We let p;j denote the conditional transition probability that the process will make a transition
from s; to s;at the k™ trial. The process is a Markov chain process (MCP} if the transition
probabilities p; depend only on s; and s; and not on the number, k, of the trial. -




