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Abstract

Multistage interconnection networks (MINs) are among
the most efficient switching architectures in terms of
the number of switching elements (SEs) used. For op-
tical MINs (OMINs), two I/O connections with neigh-
boring wavelengths cannot share a common SE due to
crosstalk. In this paper, we focus on the wavelength di-
lation approach, in which the I/O connections shar-
ing a common SE will be assigned different wavelengths
with enough wavelength spacing. We first study the per-
mutation capacity of OMINs, then propose fast par-
allel routing and wavelength assignment algorithms
for OMINs. By applying our permutation decomposi-
tion and graph coloring techniques, the proposed algo-
rithms can route any permutation without crosstalk in
wavelength-rearrangeable space-strict-sense Banyan net-
works and wavelength-rearrangeable space-rearrangeable
Benes networks in polylogarithmic time using a linear num-
ber of processors.

1. Introduction

The explosive growth of Internet is driving an increased
demand for transmission rate and faster switching tech-
nologies. Optical communications with photonic switch-
ing promise to meet high bandwidth, low error probability,
and large transmission capacity. The networks using opti-
cal transmission and maintaining optical data paths can be
used to remove the expensive optic-electro and electro-optic
conversions. The electronic parallel processing for control-
ling such networks are capable, in principle, of meeting fu-
ture high data rate requirements.

Nonblocking networks have been favored in switch-
ing systems since they can set up any one-to-one I/O map-
ping. For a nonblocking space-division-multiplexing
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network, it can be strictly nonblocking (SNB), or re-
arrangeable nonblocking (RNB) [2, 8]. In SNB net-
works, a connection can be established from any idle input
to any idle output without disturbing existing connec-
tions while in RNB networks the connection can be estab-
lished if the rearrangement of existing connections is al-
lowed. With wavelength-division-multiplexing (WDM)
technology, the concept of SNB and RNB in space-division
switching can be extended to wavelength-division switch-
ing. Depending on whether wavelengths can be re-
assigned, this extension results in four combinations:
wavelength-rearrangeable space-rearrangeable (WRSR),
wavelength-rearrangeable  space-strict-sense ~ (WRSS),
wavelength-strict-sense space-rearrangeable (WSSR), and
wavelength-strict-sense space-strict-sense (WSSS). It has
been shown that using both wavelength and space multi-
plexing techniques in a fully dynamic manner, networks
can achieve higher bandwidth and higher connectiv-
ity [19].

To build a large IP router with capacity of 1 Tb/s and be-
yond, optical multistage interconnection networks (OMINs)
will be used. An OMIN usually comprises a number of 2 x 2
switching elements (SEs) grouped into several stages inter-
connected by a set of optical links (e.g. [6, 7, 22]). One of
the problems with such OMINS is crosstalk at optical SEs,
i.e., if more than one signal with the neighboring wave-
lengths share the same SE, they interfere with each other!.
In electronic switching networks, there is only link conflict,
i.e., two active inputs intend to be connected with the same
output. The crosstalk in photonic switching networks adds
a new type of blocking, called wavelength conflict.

In order to minimize wavelength conflicts in photonic
switching networks, three approaches, space dilation, time

1 In this paper, we only consider non-filterable first-order SE
crosstalk[12, 13], and different wavelengths are referred to the wave-
lengths with enough wavelength spacing so that no crosstalk will be
generated when such wavelengths passing through the same SE
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dilation and wavelength dilation, have been proposed. In
space and time dilations, crosstalk can be avoided by en-
suring at most one connection passing through an SE. More
specifically, in space dilation crosstalk can be avoided by
increasing the number of SEs in a switching network (e.g.
[14, 23, 24]), while in time dilation a set of conflicting con-
nections is partitioned into subsets so that the connections
in each subset can be established simultaneously without
conflicts (e.g. [15, 17, 21, 26]). In wavelength dilation, the
crosstalk between two signals passing through the same SE
is suppressed by routing to ensure the wavelengths to be far
apart (e.g. [5, 20, 25]), or by using wavelength converters
(e.g. [18]). Since the connections with neighboring wave-
lengths do not share any SE, the wavelength dilation ap-
proach is also useful for establishing a set of connections
that would normally cause link conflicts in blocking space-
division-multiplexing OMINSs such as Banyan networks.

In this paper, we focus on the wavelength dilation ap-
proach, and consider the problem of quickly configuring
an OMIN and assigning each connection a wavelength for
realizing a permutation without crosstalk. In wavelength
dilation, if there are wavelength converters available, we
can convert the input signals with the neighboring wave-
lengths entering into the same SE to different ones. Thus,
two wavelengths are necessary plus the costs of the wave-
length converters. The use of wavelength converters will in-
crease hardware cost and configuration time. If there is no
wavelength converter available, i.e. each connection will be
assigned the same wavelength, then we need to find a wave-
length assignment for connections plus a setting of SEs so
that there is no crosstalk in OMINS.

Through this paper, we assume that no wavelength con-
verter is available in OMINSs and assure the wavelengths
in the same SE to be different by routing. The switch
model used in this paper follows [16, 20]. The OMINs un-
der such switch model can be built up using 2 x 2 multi-
wavelength SEs, in which each input/outputis capable of re-
ceiving/transmitting optical signals of a set of wavelengths
and each wavelength is switched independently in SEs [20].
Such a multi-wavelength SE has an independently control-
lable state, straight or cross as shown in Fig. 1 (a), for each
wavelength. Figure 1 (b) shows a signal transmission in a
multi-wavelength SE, where the connections for the wave-
length A5 in the upper input and the wavelength X, in the
lower input are in cross state and all other connections are
in straight state.

If an SE can only receive/transmit one wavelength for
each input/output, it is called a basic SE. The OMINs
considered in this paper are WRSS Banyan networks and
WRSR Benes networks, where the WRSR Benes networks
only contain basic SEs. For an I/O permutation, if there is a
setting of SEs to realize the permutation and a wavelength
assignment of connections so that no two connections with
the same wavelength share any SE or link, we called this
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setting and wavelength assignment a crosstalk-free configu-
ration of the OMIN for the permutation. An algorithm that
can find a crosstalk-free configuration for any permutation
of an OMIN is called a crosstalk-free routing and wave-
length assignment algorithm for the OMIN. In this paper,
by applying graph edge and vertex coloring techniques, we
present crosstalk-free routing and wavelength assignment
algorithms that can route any permutation without crosstalk
in O(log® N) time for a WRSS Banyan network using at

most 2157 wavelengths and in O(log® N) time for a
WRSR Benes network using at most 2 log N wavelengths,
on a completely connected multiprocessor system of N pro-
cessing elements (PEs). We also show that both routing and
wavelength assignment algorithms can be implemented on
a hypercube of N/2 PEs in O(log* N) time.

:@: :g: Multi-Wavelength
Ay e Ay SE Ahy o AL

(a) (b)

Figure 1. A 2 x 2 multi-wavelength SE. (a) Two
states. (b) Signal transmission.

2. Definitions and Notations

Let [ = {Io,[l,~~~,IN_1} and O =
{00,01, --,0n_1} be the sets of inputs and out-
puts, respectively, of an N x N OMIN. Let 7 : [ — O
be a one-to-one I/O mapping that indicates connec-
tion requests from inputs to outputs. /; and O; are ac-
tive if and only if there is a connection request from I; to
Oj, and in this case, 7(i) = j and 7~'(j) = i. The con-
nection from input ¢ to output 7(¢) is denoted by ¢ since it
is a one-to-one mapping.

A one-to-one I/O mapping involving K (< N) active
inputs is called a partial permutation. A partial permuta-
tion with K = N active inputs is also called a permu-
tation. We are interested in a type of partial permutations
that can be simultaneously connected through OMIN with-
out crosstalk. Such partial permutations are called crosstalk-
free (CF) partial permutations.

A special type of partial permutation, named semi-
permutation, which ensures only one active input in every
SE of the first and last stages of an OMIN at the same time,
has the maximum potential to be simultaneously realized
in OMIN without crosstalk. It was shown that any permu-
tation can be decomposed into two semi-permutations and
each semi-permutation can be routed in one pass in an op-
tical Benes network without crosstalk [26]. In [10], we
presented a parallel permutation decomposition algo-
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rithm to decompose a partial permutation into two partial

semi-permutations and proved the following lemma?.

Lemma 1 For any partial permutation with K (< N) ac-
tive inputs, two partial semi-permutations can be computed
in O(log K) time on a completely connected multiproces-
sor system of N PEs.

The parallel decomposition algorithm of [10] is equiva-
lent to an algorithm that finds a 2-edge coloring of a bipar-
tite graph G with A(G) < 2, where A((G) is the degree of
G, the maximum number of edges incident at a vertex.

3. Parallel Routing and Wavelength Assign-
ment in WRSS Banyan Networks

3.1. Banyan-type Networks

A class of multistage self-routing networks, Banyan-type
networks, has received considerable attention. A network
belonging to this class satisfies the following three proper-
ties:

i. Ithas N = 2" inputs, N = 2" outputs, n-stages and
N/2 SEs in each stage.

ii. There is a unique path between each input and each
output.

iii. Let u and v be two SEs in stage ¢, and let S;(u) and
S; (v) be two sets of SEs to which « and v can reach in
stage 7,0 < i+ 1 = j < n.Then S;(u) N S;(v) =0
or S;(u) = S;j(v) for any u and v.

Because of the above properties (short connection di-
ameter, unique connection path, uniform modularity, etc.),
Banyan-type networks are very attractive for constructing
switching networks. Several well-known networks, such
as Banyan, Butterfly, Omega, and Baseline, belong to this
class. It has been shown that these networks are topologi-
cally equivalent [1]. In this paper, we use Baseline network
as the representative of Banyan-type networks.

An N x N Baseline network, denoted by BL(N), is con-
structed recursively. A BL(2) isa2 x 2 SE. A BL(N) con-
sists of a switching stage of N/2 SEs, and a shuffle connec-
tion, followed by a stack of two BL(N/2)’s. Thusa BL(N)
has log N stages labeled by 0, - - -, n — 1 from left to right?,
and each stage has N/2 SEs labeled by 0,---,N/2 — 1
from top to bottom. Every SE has two inputs/outputs, each

2 The algorithms discussed in this paper are all based on a completely
connected multiprocessor system consisting of a set of N PEs con-
nected in such a way that there is a direct connection between ev-
ery pair of PEs. We assume that each PE can communicate with at
most one processor during a communication step. The presented algo-
rithms run on a completely connected multiprocessor system can be
easily transformed to algorithms on more realistic multiprocessor sys-
tems as talked in Section 5.

3 Inthis paper, we assume N = 2" (n = log V) and all logarithms are
in base 2.

named upper input/output or lower input/output according
to its relative position. The N links interconnecting two ad-
jacent stages ¢ and ¢ 4+ 1 are called output links of stage @
and input links of stage ¢+ 4+ 1 and labeled by 0,---, NV — 1
from top to bottom. The input (resp. output) links in the
first (resp. last) stage of BL(/NN) are connected with N in-
puts (resp. outputs) of BL(N). To facilitate our discussions,
the labels of stages, links and SEs are represented by binary
numbers. Let a;a;—1 - - - ajap be the binary representation
of a. We use a to denote the integer that has the binary rep-
resentation a;a;—1 - - - a1 (1 — ag). Fig. 2 shows a BL(16).

w-Hc vz —
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Figure 2. The self-routing of connections ¢,
1, and ¢y in BL(16).

Self-routing in BL(N) is decided by the destination of
each connection. Routing from inputs to outputs of BL(N ),
if the (n — ¢)-th bit, d,,_;_1, of the destination equals to 0
(resp. 1), the input of the SE through which the connection
passes in stage ¢ is connected to the SE’s upper (resp. lower)
output. Fig. 2 shows three connection paths for connections
¢p, ¢1 and ¢o. Connections ¢y and ¢; share two links, out-
put link 1001 in stage 2 and input link 1010 in stage 3, and
two SEs, SE 4 in stage 2 and SE 5 in stage 3; connections
c1 and cy share SE 5 in stage 1. Clearly, Banyan networks
are blocking space-division-multiplexing networks. In the
next subsection, we will show by using wavelength dila-
tion, Banyan networks can be WRSS networks.

3.2. Routing and Wavelength Assignment algo-
rithm

The idea of our crosstalk-free routing and wavelength as-
signment algorithm for WRSS Banyan networks is as fol-
lows. We partition a set of connections into subsets so that
the connections in the same subset don’t share any SE or
link, and then assign the connections in different subsets
with different wavelengths and the connections in the same
subset with the same wavelength. Each of these subsets
is called a crosstalk-free (CF) subset. Clearly, this wave-
length assignment will not cause crosstalk in any SEs. Since
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BL(N) is a self-routing network, the routing for each con-
nection can be easily done following the self-routing rule.
We only need to consider how to partition a set of connec-
tions into CF subsets and assign the connections in different
subsets with different wavelengths.

In order to find CF subsets, we need to study
the permutation capacity of BL(N) first. For
BL(N), the k-th modulo-g input group com-
prises inputs Its—1yg, Te—1yg1> o Tg—1s and
the k-th modulo-g output group comprises outputs
Ok-1)g) Ok —1)g41, "+ *» Okg—1, where g = 2' with
0<i<nandl < k < N/g. We say that two connec-
tions share a modulo-g input (resp. output) group if their
sources (resp. destinations) are in the same modulo-g in-
put (resp. output) group. The following lemma is proved in
[13].

Lemma 2 Given a partial permutation  of BL(N), if any
two connections in w do not share any modulo-2 (1 in-
put group and also do not share any modulo-2 L= output
group, then  can be routed in BL(N') simultaneously with-
out crosstalk.

We assume ¢ = 2L*F] in the rest of this section. By
Lemma 2, if we assign different wavelengths to the connec-
tions in 7 with sources (resp. destinations) sharing the same
modulo-¢ input (resp. output) group, then we can route 7
in BL(N) without crosstalk. This wavelength assignment
problem can be reduced to the edge coloring of a bipartite
graph as follows.

Given any partial permutation m with K active inputs
for BL(N), we construct a graph G(w, ¢), named /O map-
ping graph, as follows. The vertex set consists of two parts,
V1 and V5. Each part has N/g vertices, i.e., each modulo-
g input (resp. output) group is represented by a vertex in
V1 (resp. V). There is an edge between vertex |i/g] in V}
and vertex | j/g]| in V5 if j = 7(d). Thus, G(w,¢) is a bi-
partite graph with N/g vertices in each of V; and V5 and
K edges, where at most g edges are incident at any ver-
tex, and the degree of G(rr, ¢) equals to ¢. Since there may
be more than one connection from a modulo-g input group
to the same modulo-g output group, G (7, g) may have par-
allel edges between two vertices.

It has been proved that any bipartite graph G has a A(G)-
edge coloring [3]. Hence, G/(, g) has a g-edge coloring
since G'(m, g) is bipartite and A(G(r, g)) = g. Thus, if we
can find a g-edge coloring of Gi(m, g), then we can assign
wavelength ¢ to the connections corresponding to the edges
with the color 7, 0 < ¢ < g — 1. By Lemma 2, we know
this wavelength assignment will not cause any crosstalk in
BL(N).

An efficient algorithm for finding a g-edge coloring of a
bipartite graph can be found in [11], from which we have
the following lemma.
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Lemma 3 For any partial permutation = with K active in-
puts, a g-edge coloring of the I/O mapping graph G(r, g)
can be found in O(log g - log K) time using a completely
connected multiprocessor system of N PEs.

By the above discussion and Lemma 3, the following
Theorem is clear since O(log g) = O(log N).

Theorem 1 For any partial permutation = with K (< N)
active inputs, a crosstalk-free routing and wavelength as-
signment of w for a WRSS BL(N) can be foundin O(log N -
log K) time using at most 2 L5 wavelengths on a com-
pletely connected multiprocessor system of N PEs.

It is easy to verify that 2l=F wavelengths are also nec-
essary for a WRSS BL(N) since there exist permutations

. nt1 . .
with 2L*27) connections sharing a common SE.

4. Parallel Routing and Wavelength Assign-
ment in WRSR Benes Networks

4.1. Benes Networks

The Benes network [2] is one of the most efficient
switching architectures in terms of the number of 2 x 2 SEs
used. We denote an N x N Benes network by B(N), which
can be constructed from BL(N) by concatenating the mir-
ror image of the first log N — 1 stages of a BL(N) to the
back of the BL(N). Thus, a B(N) consists of 2log N — 1
stages labeled by 0,1, ---,2n — 2 from left to right. Each
B(N) contains 2 B(N/2)s from stage 1 to stage 2n — 3, re-
spectively named upper subnetwork and lower subnetwork,
each having 2 B(N/4)s from stage 2 to 2n — 4, named up-
per subnetwork and lower subnetwork of B(N/4) respec-
tively, and so on. Fig. 3 shows a B(8), which contains 2
B(4)s within dashed boxes, each containing 2 B(2)s within
dotted boxes.

INPUTS OUTPUTS

0 0

STAGES

Figure 3. A B(8).

Benes networks are space-division-multiplexing rear-
rangeable nonblocking. By [10, 26], we know that each per-
mutation can be decomposed into two crosstalk-free par-
tial permutations so that each CF partial permutation
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can be routed in an optical Benes network simultane-
ously. Hence, if we assign the same wavelength to the
connections in the same CF partial permutation and as-
sign the different wavelengths to the connections in dif-
ferent CF partial permutations, two wavelengths are
sufficient for a WRSR B(XN) in which SEs may con-
tain non-basic states. In the following two subsections, we
will show the case that WRSR Benes networks only con-
tain basic SEs, which has the reduced hardware complexity
[16].

4.2. Upper Bound for the Number of Wavelengths

In order to find an upper bound for the number of wave-
lengths needed for crosstalk-free routing, we need to con-
sider routing a permutation in an OMIN. We model the
wavelength assignment for a permutation in an OMIN as
the vertex coloring of a graph (i, where the vertex set
V(G,) = {connections} and the edge set E(G.) =
{{u, v}|two connections u and v conflict with each other}.
We call G, a wavelength conflict graph. Although find-
ing the minimum number of wavelengths and assigning the
wavelengths to the connections are equivalent to finding the
minimum number of colors and assigning the colors to the
vertices respectively, which are both NP-complete for gen-
eral graphs, we can find an upper bound for the number of
wavelengths needed for realizing any permutation in WRSR
Benes networks.

Theorem 2 For any permutation of a WRSR B(N),

2log N,
“>1 2logN -1,

ifN <4
otherwise

where w is the number of wavelengths needed for the
crosstalk-free routing of a permutation in B(N).

Proof. Each connection conflicts with at most 2log N — 1
connections since it passes through total 2log N — 1 ba-
sic SEs. Thus A(Gy,) < 2log N — 1. By Brooks theorem
(see a proof in [3]), if (G, is neither a complete graph nor
an odd cycle, then we need at most A(G,,) colors to color
V(G,,) such that any two adjacent vertices have different
colors; otherwise A(Gl,) + 1 colors are sufficient. Clearly,
for any permutation of an OMIN with N > A(Gy,) + 1,
G, is neither a complete graph nor an odd cycle since
A(Gy) < N — 1 and N is even. Therefore, the theorem
holds. i

The simple proof of an upper bound on the number of re-
quired wavelengths does not directly lead to a wavelength
assignment algorithm. In the next subsection, we utilize the
properties of our permutation decomposition and the struc-
ture of Benes network to obtain a fast parallel crosstalk-free
routing and wavelength assignment algorithm for a WRSR
B(N) using no more than 2 log N wavelengths.
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4.3. Routing and Wavelength Assignment Algo-
rithm

Our routing and wavelength assignment algorithm uses
the permutation decomposition algorithm of [10] as a subal-
gorithm and the vertex coloring technique similar to that of
[4]. Conceptually, this algorithm has log NV iterations from
iteration 0 to iteration log N — 1. In each iteration 7, if ¢ <
log N —1, the algorithm decides the setting of SEs in stage ¢
and stage 2 log N —2—¢ and uses at most 2¢+ 3 wavelengths
to ensure that there is no wavelength conflict in stage j for
any j € {0,---,i}U{2logN —2—14, --- 2log N — 2}, if
t = log N — 1, the algorithm decides the setting of SEs in
stage log N — 1 and uses at most 2 log N wavelengths to en-
sure that there is no wavelength conflict in B(N).

We define a wavelength class as the set of connections
assigned the same wavelength. A wavelength A is called a
free wavelength for a connection ¢ if A is not assigned to
any connection conflicting with c.

Each P F; is associated with connection ¢, and maintains
one variable A(¢), and two arrays C; and W;,0 < i < N—1.
Forany 0 < ¢ < N — 1, Cj consists of 2log N — 1 entries
Ci[4], 0 < j <2log N — 2, and W; consists of 2 log NV en-
tries W;[k], 0 < k < 2log N — 1. A(?), C;[4], and W;[k] are
used to record the assigned wavelength, the new conflict-
ing connections generated in iteration |j/2|, and the num-
ber of conflicting connections with wavelength %, respec-
tively, for connection ¢. We call C; and W; connection con-
flict array and wavelength conflict array of connection ¢,
respectively. The other variables are all working variables.
Initially, let A(¢) := 0, C;[j] := oo, and W;[k] := 0, for
ie{0,---,N—-1},j € {0,---,< 2logN — 2}, and
k € {0,---,2log N — 1}, respectively. We use operator
“:=” to denote an assignment local to a PE or to the con-
trol unit, and use operator “—" to denote an assignment re-
quiring some interprocessor communication. In our parallel
routing and wavelength assignment algorithm, each itera-
tion ¢ consists of the following steps:

Step 1-Permutation Decomposition: decompose a (par-
tial) permutation of each subnetwork B(N/2') into two
parts, each named upper or lower partial permutation, satis-
fying that two active inputs (resp. outputs) in an SE in the
first (resp. last) stage of B(N/2!) are in different parts.

Step 2-Setting SEs: set the SEs in the first and last stages
of each B(N/2') in such a way that (i) if i # log N — 1,
the active inputs and outputs in the upper (resp. lower) par-
tial permutation are connected with an upper (resp. lower)
subnetwork B(N/2i+1); (ii) if i = log N — 1, each active
input is connected with its mapped output.

The above two steps decide the routing for the given
permutation. The following steps are used to find a wave-
length assignment for the routing solution. For all PF.,
0 <c¢< N —1,doin parallel:

Step 3-Recording Conflicting Connections: (i) if there is

nn

COMPUTER
SOCIETY



a connection ¢’ so that ¢ and ¢’ pass through the same SE in
stage i and ¢/ # C.[j] forall 0 < j < 2¢, then C,[2i] := ¢/;
(ii) if ¢ # log N — 1 and there is a connection ¢” so that ¢
and ¢” pass through the same SE in stage 2log N — 2 — ¢
and ¢’ # C¢[j] forall 0 < j < 2¢ + 1, then C[2i + 1] :=
c’.

Step 4-Reassigning Wavelengths: if connection c is in
a lower partial permutation, A'(¢) := A(c¢) and A(c) =
Ale) + (2i 4+ 1).

Step 5-Updating Conflicting Wavelengths: update wave-
length conflicts by (i) adding new conflicts and (ii) updating
existing conflicts, where (ii) consists of two substeps: (ii-1)
clearing old wavelengths and (ii-2) adding updated wave-
lengths. The detailed implementation of this step is given in
Algorithm 1.

ifi #£log N — 1, ' := 2¢ + 1; otherwise, 3’ := 21;
forall PE.,0<c< N —1,do
t(c) := oo;
for j = 2ito 3’ do
if C.[j] # oo and A(c) < 2log N — 1 then
HCL) & Ao
end if
if £(c) # oo then
Welt(c)] := We[t(c)] + 15 /*(i): adding new conflicts

*/
t(c) := oo
end if
end for
if connection ¢ is in a lower partial permutation and ¢ # 0
then

for j =0to2: —1do

if C.[j] # oo then
HCDT) — N(o):

end if

if t(¢) # oo then
Welt(c)] := W [t(c)] — 1,
wavelengths */
t(c) := oo

end if

if C.[y] # oo and A(c) < 2log N — 1 then
HCD])  Ae):

end if

if t(¢) # oo then
Wlt(e)] := Welt(e)] + 1; /* (ii-2): adding updated
wavelengths */
t(c) := oo

end if

end for
end if
end for

/* (ii-1): clearing old

Algorithm 1: Updating Conflicting Wavelengths

By the above five steps, it is easy to know the wavelength
assignment in each iteration will not result in any conflict in
the SEs that have been set up so far. However, we can re-

lengths in {0, - - -, 2(¢ 4 1)} to the connections with wave-
lengths in {2(¢ + 1) +1,---,2(2¢ + 1) — 1 = 4i + 1}
without resulting in any wavelength conflict. (The correct-
ness for the reassignment of wavelengths will be proved in
Lemma 4.) This is done as follows: for \* = 2(¢+ 1)+ 1 to
4i+ 1,if A(¢) = A*, then perform the following two steps:

Step 6-Adjusting Wavelengths: find a free wavelength
Jj € {0,1,---,5 + 1} such that W.[j] = 0 by checking
the values in {W,[0], -, W[/’ + 1]}, and X (¢) := A(c)
and A(c) := j. (The value of j/ in this step and next step is
the same as that in Algorithm 1.)

Step 7-Updating Conflicting Wavelengths: for k = 0 to
J', do (i) if C.[k] # oo and X (¢) < 2log N — 1, then de-
crease We 7[A'(¢)] by 1; and (ii) if C[k] # oo, then in-
crease We (x)[A(c)] by 1. (The detailed implementation is
similar to Algorithm 1)

Lemma 4 After iteration i, 0 < i <log N — 1, of our par-
allel routing and wavelength assignment algorithm, there is
no wavelength conflict in stage j, forany j € {0,---,i} U
{2log N — 2 —14,---,2log N — 2}, and at most w; wave-
lengths are used, where

[ 2+,
”23{ 2 +1) +1,

ifi=0logN — 1

otherwise

Proof. The proof is done by induction on iteration ¢. If
¢ = 0, it is true since two connections passing though the
same SE in the first or last stage are assigned different wave-
lengths and wy = 2. Now we assume that it is true for any
t < k < log N — 1. In iteration k, by assumption, we
know that there is no wavelength conflict in stage j, for any
je{0,--- k—1}U{2logN — 1 —k,---,2log N — 2},
using w1 wavelengths. By Step 4, two connections pass-
ing though the same SE in stage & and stage 2log N —2 —k
are assigned different wavelengths using 2 - wy_1 wave-
lengths. Hence, there is no wavelength conflict in stage j for
any j € {0,-- -, k}U{2logN —2—k, -+, 2log N — 2},
using 2 - wg_1 wavelengths. In the following, we show
that 2 - wy_1 wavelengths are too much for the case that
2-wpo1 > 2(k+ 1)+ 1if k # log N — 1 or the case that
2-wk_1 > 2log N if k = log N — 1. For iteration &, each
connection conflicts with at most 2(k + 1) connections if
k #log N — 1 and atmost 2log N — 1 if k = log N — 1.
This is because for iteration j, if 7 < k& < log N — 1, we
need to consider wavelength conflicts in two stages, stages
jand 2log N—2—yj;if j = k = log N — 1, we only need to
consider wavelength conflict in stage log N — 1 since stage
j and stage 2log N — 2 — j are the same. Thus, in Step
6, a free wavelength of index no greater than 2(k 4 1) for
k <log N—1and2log N—1 fork = log N —1 can always
be found. Furthermore, the connections in the same wave-
length class have no wavelength conflict so that we can do
wavelength adjustment for these connections at the same

duce the number of wavelengths by reassigning new wave- time without resulting in any new conflict. a
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Theorem 3 For any (partial) permutation, a routing and
wavelength assignment for a WRSR B(N) can be found
in O(log® N) time using at most 2log N wavelengths on
a completely connected multiprocessor system of N PEs.

Proof. By the recursive structure of B(/N) and by applying
our permutation decomposition algorithm recursively, we
can find a setting of SEs in B(/N) so that any permutation
can be realized. By Lemma 4, we know that the wavelength
assignment assures no wavelength conflict for the routing
solution. Now, we analyze the time complexity. In each it-
eration, Steps 2 and 4 take O(1) time and each of other steps
takes O(log V) time. Iteration ¢ has at most w;_1 (< 2i+1)
wavelength classes to be adjusted, and thus, Steps 6 and 7 in
iteration ¢ are executed at most w;_1 (< 2i+1) = O(log N)
times. Since there are log [V iterations, the total time com-
plexity of our routing and wavelength assignment algorithm
is O(log® N). ]

S. Implementation on Realistic Multiproces-
sor Systems

The presented algorithms running on a completely con-
nected multiprocessor system can be easily transformed to
algorithms on more realistic multiprocessor systems. As an
example, in this section, we show how to implement our
algorithms on a hypercube of N/2 PEs such that any (par-
tial) permutation can be routed without crosstalk ina WRSS
BL(N) and a WRSR B(N) in O(log* N) time.

In our presentation, the Benes network B(N) is the
back-to-back concatenation of two BL(N)’s. A Butterfly
network (also known as Banyan-type network) of N in-
puts and N outputs, denoted by BF (N), is isomorphic to
BL(N) (see Fig. 4 (a) and (b)). An n-dimensional hyper-
cube, denoted by H(2"), is constructed recursively. H (2)
is an edge with two nodes. H(2") is constructed from
2 H(2"~')’s by adding 2"~! edges, named n-dimension
edges, that connect the corresponding 2"~! nodes in 2
H (2"=1)’s. Butterfly networks are in the family of the hy-
percube [9] because H (NV/2) can be obtained from BF(N)
by merging all SEs in row ¢ of BF(N) as a node ¢ of
H(N/2) and merging all links connecting SEs contained in
two different nodes as an edge of H (N/2). Fig. 4 (c) shows
a H(4), where k-dimension edges are labeled by k*. Since
each PE can communicate with at most one other PE in ev-
ery communication step of our algorithms, in the follow-
ing, we show how to implement one communication step of
a completely connected multiprocessor system of NV PEs by
a set of one-to-one communications on a [/ (N/2), in which
each PE is responsible for a pair of connections 7 and .

The time complexity of our routing and wavelength as-
signment algorithm for a WRSS BL(N) depends on
g-edge coloring algorithm, which can be implemented
in O(log* N) time on H(N/2) [11], Thus, the rout-
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@ (b) ©
Figure 4. The relationship of Baseline net-
work, Butterfly network and hypercube (a)
BL(8) (b) BF(8) (c) H(4)

ing and wavelength assignment algorithm for a WRSS
BL(N) takes O(log* N') on H(N/2).

Considering our routing and wavelength assignment al-
gorithm for a WRSR B(V), we can see that the total time
for routing on H (N/2) only depends on the decomposition
algorithm [10], which can be implemented in O(log® N)
time on H(N/2) since each pointer jumping step on a
completely connected multiprocessor system can be imple-
mented on H(N/2) by a sorting operation, which takes
O(log® N) time. Consequently, the routing on H(N/2)
takes O(log4 N) time. For wavelength assignment, commu-
nications among PEs only occur in Step 5 and Step 7, in
which PFE, needs to talk to P £ if d is recorded in C.. (see
“+" operations in Algorithm 1). Fortunately, all conflict-
ing connections of ¢ are recorded in connection conflict ar-
ray C. in the order of SEs through which ¢ passes from both
sides, i.e. from a pair of outside stages ¢ and 2log N —2 —1
towards the center stage, stage log N — 1. Thus, these con-
flicting connections can be located using this ordering via
interstage connections in B(/V). Since the interstage inter-
connection pattern between stage ¢ (resp. 2log N — 2 — 7)
and stage ¢ + 1 (resp. 2 log N — 3 —¢) of B(NV) corresponds
to (log & — 7)-dimension edges of H(N/2), the commu-
nication ordering defined by connection conflict arrays di-
rectly corresponds to a classic hypercube communication
technique called dimension ordering. Thus, the total time
for wavelength assignment on 7 (N/2) remains unchanged.
Therefore, when our routing and wavelength assignment al-
gorithm for a WRSR B(XN) is implemented on H (N/2), it
has a slowdown factor of O(log N) and its time complex-
ity is O(log* N).

6. Conclusion

In this paper, we studied the crosstalk problem in OMINs
using wavelength dilation approach. We proposed parallel
routing and wavelength assignment algorithms to route a
partial permutation in optical WRSS Banyan networks and
WRSR Benes networks so that there is no crosstalk in these
networks. For an arbitrary partial permutation, it can be
routed without crosstalk in a WRSS BL(N) in O(log® N)
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