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1. (10 pts) What is the difference between the binary-search-tree property and the min-heap property? Can the min-heap property be used to print out the keys of an $n$-node heap in sorted order in $O(n)$ time? Show how, or explain why not.
2. (10 pts) Professor Moriarty decides to write a procedure that produces at random any permutation besides the identity permutation (the permutation that results in no change in the array). He proposes the following procedure:

```plaintext
Permute-Without-Identity(A):
    n = A.length
    for i=1 to n-1
        swap A[i] with A[Random(i+1,n)]
```

where the Random(a,b) subroutine produces a random integer from $a$ to $b$, inclusively.

Does this code do what Professor Moriarty intends?
3. (10 pts) In the context of the HIRE-ASSISTANT problem, suppose there are $n$ candidates.

(a) If the cost of hiring a candidate is $c_H$ and the cost of interviewing is $c_I$, express the best and worst case costs of hiring the best assistant among all candidates.

(b) If the candidates arrive in a uniformly random order, what is the probability of the best and worst-case scenarios?

(c) Prove that if the $n$ candidates arrive in a uniformly random order, the expected number of candidates hired is $\log n$. 

4. (10 pts) Complete the following:

(a) Define and explain the *load factor* of a hash table.

(b) Explain in words and illustrate a hash table that resolves collisions by chaining, along with pseudocode for the procedures to search, insert, and delete from the hash table.

(c) Suppose you modify a Hash Table which resolves collisions by chaining so that insertion and deletion keep each doubly-linked list in some sorted order. How does this affect the cost of inserting, deleting, and searching in the hash table? Give a precise answer and provide justification.
5. (10 pts) Suppose that we build a BST so that each node has only a pointer to its left child, right child, and successor node (if one exists). You may still assume that the tree has a pointer to its root.

(a) Give an implementation of a subroutine, \texttt{Parent}(u), that takes a pointer to a node and returns its parent in the tree (or \texttt{null} for the root). This should complete using \(O(h)\) operations.

(b) Using your subroutine above, show how to implement the \texttt{Search}(k) function to find a key \(k\) in the tree, if it exists, using \(O(h)\) operations.
6. (10 points) Show that any $n$-node BST can be transformed into any other $n$-node BST by using only $O(n)$ rotations.

(a) First show that $n - 1$ right rotations suffice to transform the tree into a right-going chain (i.e. a BST where every node is either the root or a right-child).

(b) Use the above method to give a full transformation algorithm. You can assume the input is two trees, $T_1$ and $T_2$, and that the output should be a sequence of rotation commands.

(c) Demonstrate your algorithm on an example with at least 6 nodes.

Hint: show that the right-going chain on a set of $n$ elements is unique. Then use the fact that rotation is an invertible process.
7. (10 pts) Complete the following:

(a) What are the five properties maintained in a Red-Black tree?

(b) Explain briefly what the primary advantages of Red-Black trees have, compared to standard Binary Search Trees.

(c) Show the red-black trees that result after successively inserting the keys 41, 38, 31, 12, 19, 8 into an initially empty red-black tree.
8. (10 pts) Show, by means of a counterexample, that the following “greedy” strategy does not always determine an optimal way to cut rods. Define the density of a rod of length $i$ to be $p_i/i$, that is, its value per inch. The greedy strategy for a rod of length $n$ cuts off a first piece of length $i$, where $1 \leq i \leq n$, having maximum density. It then continues by applying the greedy strategy to the remaining piece of length $n - i$.

What is the asymptotic running time of the above greedy algorithm?
9. (10 pts) Consider a directed graph $G(V, E)$ where $V = \{1, 2, 3, 4, 5\}$ and the graph has adjacency matrix

$$M = \begin{pmatrix}
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0
\end{pmatrix}.$$ 

(a) Draw the graph.
(b) Compute the matrix $M^2$ and draw the corresponding graph (where values greater than 1 are taken to be just 1).
(c) What is the logical relationship between the two graphs?
10. (10 points)

(a) Show the execution of the Matrix-Chain-Multiply algorithm for a chain of matrices whose array of dimensions is $[5, 10, 3, 12, 7, 9]$. Include the computation of the solution matrix, $S$, and the cost matrix, $M$. Write the final parenthesization that would result from the algorithm.

(b) Suppose that one tries to solve the matrix chain multiplication problem in the following (greedy) way, to avoid computing every sub-problem: among the chain $A_i A_{i+1} \cdots A_j$, choose to split after matrix $A_k$ by selecting $k$ to minimize $p_{i-1} p_k p_j$ before computing the sub-problems. Give an example input to this algorithm that causes it to fail at finding the optimal solution.