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Abstract

Overt hate speech is relatively easy to detect 

compared to subtle hate speech detection, 

especially if it contains keywords that are current, 

well-known slurs since bag-of-word approaches 

can be applied. Subtle hate speech is trickier to 

flag since it can be masked with 'reclaimed' 

historical phrases, purposeful misspellings, and 

carefully crafted language. Creating an 

application that can successfully identify subtle 

and overt hate speech, as well as measure 

modern and historical hate speech levels present, 

is the focus of this project. We aim to recognize 

hate speech through a variety of natural language 

processing analyses. 

Introduction

The World Wide Web has opened up many 

platforms of communication for users to share 

information, consume different opinions, and 

interact socially. Information and opinions can be 

disseminated via social media platforms such as 

Facebook and Twitter, community platforms such 

as Reddit and Voat, and news source websites 

and their comments section. In addition to these 

platforms, anyone can create a website with 

customized content. With respect to the former 

media mentioned, they have policies in place to 

monitor cyber-hate, but there is a lot of text to 

monitor and it is difficult to have an effective 

algorithm that captures all the subtleties that allow 

for hate speech to infiltrate dirty word filters. With 

respect to the latter type of websites, a personal 

website can be about any subject, regardless of 

whether that content is hateful or prejudiced. 

Being able to accurately identify online hate 

speech is critical. Hate speech can lead to 

psychological harm of groups and individuals, as 

well as bring about violent action against 

individuals belonging to a minority group.

Method

Custom software was developed using Python 

and a suite of libraries, most notably Natural 

Language Toolkit (NLTK). The capabilities of the 

software currently include: web scraping, text 

preprocessing, n-gram generation (for bigrams, 

trigrams, etc.), n-gram frequencies (general 

counts and relative frequencies), as well as 

visualization (word clouds and text dispersion 

plots). 

Results

A table is presented below outlining statistical 

reporting for textual data drawn from Daily Stomer 

articles, neutral Jewish articles, Mein Kampf Vol I, and 

Hitler’s public speeches. The table is a result of the 

statistical data collected from processing the current 

contents of the three required corpora: common 

(neutral) speech, modern hate speech, and historical 

hate speech. Furthermore, some visualization is 

provided in the form of word clouds.   

Conclusions

Statistical analysis alone is inconclusive. Anti-

Semitic articles from the Daily Stormer and 

Jewish articles that reported on similar subjects 

had overlapping vocabulary, but the difference of 

intent was not entirely captured. 

The next step is to implement a Naïve Bayes 

classifier based on a balanced dataset. Such a 

dataset has been collected and is comprised of 

500 anti-Semitic Daily Stormer articles and 500 

articles from a variety of news sources that 

pertain to neutral Jewish content.    

Direction of Future Work

We will continue to work on this project during the 

upcoming academic year. Pictured below is our 

system design, which requires more analysis 

modules to be created and combined. Potential 

analyses include: sentiment analysis for 

insecurity and/or culpability, proximal analysis, as 

well as building and testing classifiers with 

different baselines and features. 

Neutral Jewish Content Daily Stormer Content Mein Kampf

Hitler’s Public Speeches

Table 1: 
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Unigrams

Table 3: 

Bigrams

Table 4: 

Trigrams

System Design


