
2. Lee Filter 

Lee Filter computes a linear combination of the center pixel 

intensity in a filter window with an average intensity of the 

window for removing speckle noise. This filter is based on 

the minimum mean square error (MMSE), and speckle free 

image is produces based on the following equation:

(ݐ)ܴ̂ = 𝑾+(ݐ̅)ܫ 𝒕 𝑰 𝒕 − (ݐ̅)ܫ

where ܴ  is image value after being filtered and it’s also (ݐ)̂

the estimated value of ܴ(ݐ), (ݐ̅)ܫ is the mean value of (ݐ)ܫ, 
and the weighting function 𝑊(ݐ) is given by 

𝑾 𝒕 = 𝟏 −
𝑪𝑽
𝑪𝑰

where 𝐶𝑉 is the variance coefficient of noise-affected image 

with standard deviation, and 𝐶𝐼 is the variance coefficient of 

noise-free of local image with standard deviation.

For our project, we used the image processing toolbox to 

filter out speckle noise with a window (neighborhood) size of 

3x3 pixels.

3. Mean Filter

This filter works by calculating the mean value of the pixels 

of neighbor window. Then the mean was used to replace the 

center pixel value window. This filter noise smoothing ability 

is good, but it also causes a reduction of detail and 

resolution. This filter is can be implemented based on the 

formula below:

𝒇 𝒙, 𝒚 =
𝟏

𝒎 .𝒏
 
𝒔,𝒕 𝝐 𝑺𝒙𝒚

𝒈(𝒔, 𝒕)

where m.n is kernel windows size, g(s,t) given original 

image, Sxy represent the set of coordinates in rectangular 

image window

a) 0.20 Speckle Variance    b) Frost Filter    c) Lee Filter    d) Mean Filter

Experiments
To empirically test the effectiveness of noise filtering on the 

network’s ability to detect changes, we ran a series of 

experiments on both synthetic images and real SAR images. 

For the synthetic images, we used Matlab’s image processing 

toolbox to add various levels of speckle noise onto the images. 

We then measured how the network performed with and without 

filtering for varying levels of noise. For real, unaltered SAR 

images we ran the network four times: once for each of the 

three different filtering methods and once without filtering. We 

found that the performance of the network improved after 

filtering in every case we measured for both synthetic and real 

SAR images.

a) Test Image  b) Santarem, Brazil    c) Estuary in Ottawa, Canada  d) Field in Ottawa, Canada

** All images are pre-filtered using the Mean Filter before becoming input for Neural Net
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Future Work
Future work for this project includes gathering more data in order 

to have more confidence in the experimental results and make 

sure that they are statistically significant. On top of this, it would 

also be useful to establish a set of cases in which each different 

filtering method would have the best results. Finally, 

implementing a new kind of DBN would also be useful because 

different types of DBNs could potentially perform better. 
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Abstract

Change detection is to identify changes between two images that 

are taken at different times over a specific area. It is an important 

problem for both civil and military applications. Change detection for 

Synthetic Aperture Radar (SAR) images are often difficult because the

SAR images consists of an abundance of speckle noise. Current change 

detection methods involve generating a Difference Image (DI) and 

analyzing the DI. This project attempts to apply the concept of deep 

neural networks (DNN) to detect changes between two images, avoiding 

the process of analyzing a DI and/or proactively reducing noise. Our

method is composed of 3 steps: filtering and preclassifying before and 

after SAR images to obtain good samples to train the neural network, 

creating and training networks, and analyzing results of the network. We 

demonstrate the effectiveness of our methods by conducting 

experiments on synthetic images and real-world NASA images.

Deep Neural Network
A DNN is a mathematical model to represent feature 

recognition. The neural network consists of a network of nodes in 
layers,  where certain nodes are connected. These connections have  
different weights and these nodes have biases. An activation of a  
node can, in turn, activate a connected node based on the  following
function:

The weights of the connections are initially set randomly. The input  
layer of nodes are set as the features of the good sample  
neighborhoods. After updating the states of all nodes in the  network, 
the neural network reconstructs a set of input states  based on the 
states of the output node. The weights are then  updated based on the 
following function:

We trained a restricted Boltzmann machine network (RBM), which  
consists of a type of layer-by-layer training that restricts nodes  from 
communicating in their own layer.

Filtering Methods

To optimize the ability to detect change using the network output 

we looked into filtering out speckle noise, a natural occurrence in 

Synthetic Aperture Radar images, as a preliminary function for the 

image to streamline edge detection.

1. Frost Filter

Performs the filtering with local statistics computed based on 

neighboring pixels as a specified in the logical valued matrix 

MASK.

DN =  𝒏 𝒙 𝒏𝒌𝜶𝒆
−𝜶 𝒕

Where 𝛼 is (4/nσ′2 )(σ2/Ī2) , 𝑘 is the normalization constant, Ī is 

the Local Mean, σ is the Local Variance, σ’  is the Image 

coefficient of variation value, |t| = |X-X0|+|Y-Y0| and n is the moving 

kernel size

𝜎( 𝑊𝑖𝑣𝑖 + 𝑐𝑖)

𝜎 represents the logistic function

𝑊𝑖 represents the weight of the connection 

𝑣𝑖 represents the state of the input node 

𝑐𝑖 represents the bias of the connection

𝜀( 𝑣𝑖ℎ𝑗 𝑖𝑛𝑖ݐ𝑖𝑎𝑙 −  𝑣𝑖ℎ𝑗 𝑟𝑒𝑐𝑜𝑛𝑠ݐ𝑟𝑢𝑐ݐ𝑒𝑑) 
𝑣𝑖 represents input state

ℎ 𝑗 represents output state

𝜀 represents a chosen learning rate

Optimization of the Network
To generate a proper change map, one must define what it means for a pixel to be “changed”. 

Because ‘changed’ is a subjective term, there must be a given degree of change, or threshold of 

lightness and darkness values which the pixel must fall under to be considered different or not. Each 

change value is between 0 (darker) and 1 (lighter). Every single pixel is checked to see if it is within the 

threshold range. If the feature is not within the range it is mapped with a 1 to show it has changed or to 

0 to show it is the same. Throughout our research, we found that the threshold values were crucial to 

generating a proper change map. Also, the “best” threshold values varied from image-to-image. 

Neural Network Quantitative Results
Our experiments currently use two different equations to measure how accurate the network results 

are.

1. Percentage Correct Classification (PCC)

The measurement of correctly classified pixels divided by the total number of pixels in the image 

implemented in the equation below:

2. Kappa Coefficient (KC)

The Kappa Coefficient is a statistic which objectively measures the predictive ability of a model.

It is generally thought to be a more reliable measure than simple PCC, since it takes into 

account the possibility of the agreement occurring by chance. If the change detection result and 

the reference image are in full agreement, the Kappa value is 1. Likewise, if there is no 

agreement the Kappa value is 0. The formula is as follows: 

𝑲𝒂𝒑𝒑𝒂 =
𝑷𝑪𝑪 − 𝑷𝑹𝑬

𝟏 − 𝑷𝑹𝑬

where PRE = 𝑻𝑷+ 𝑭𝑷 𝑻𝑷+ 𝑭𝑵 + 𝑭𝑵+ 𝑻𝑵 𝑻𝑵+ 𝑭𝑷 /(𝑻𝑷 + 𝑻𝑵+ 𝑭𝑷 + 𝑻𝑵)2

Shown in the next column are the results from some of our various experiments. There is a 

noticeable increase in change detection when the speckle noise is filtered out of the Before and 

After images before they are used as input for the network. There is also a comparison between 

the Kappa and PCC values for each output.

𝐏𝐂𝐂 =
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐓𝐍+ 𝐅𝐏 + 𝐅𝐍

True Positive – pixels correctly classified as changed

True Negative – pixels correctly classified as unchanged

False Positive – pixels incorrectly classified as changed

False Negative – pixels incorrectly classified as unchanged
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